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ABSTRACT: Spin-crossover compounds exhibit two alter-
native spin states with distinctive chemical and physical
properties, a particular feature that makes them promising
materials for nanotechnological applications as memory or
display devices. A key parameter that characterizes these
compounds is the spin-crossover temperature, T1/2, defined as
the temperature with equal populations of high and low-spin
species. In this study, a theoretical/computational approach is
described for the calculation of T1/2 for the trans-[Fe-
(styrylpyridine)4(NCX)2] (X = S, Se, and BH3, styrylpyridine
in the trans configuration) ligand driven light-induced spin
change (LD-LISC) complexes. In all cases, the present calculations provide an accurate description of both structural and
electronic properties of the LD-LISC complexes and, importantly, predict spin-crossover temperatures in good agreement with
the corresponding experimental data. Fundamental insights into the dependence of T1/2 on the nature of the axial ligands are
obtained from the direct analysis of the underlying electronic structure in terms of the relevant molecular orbitals.

1. INTRODUCTION

Spin-crossover (SC) systems are transition metal compounds in
which the metal center can adopt more than one spin state.1−8

This peculiar property depends on several factors that include
the coordination number and nature of the ligands as well as
the specific electronic configuration of the metal center.
Although there is a wide range of possible combinations of
ligand fields and coordination numbers that can lead to the
spin-crossover phenomenon, the octahedral coordination is
most commonly found in the SC compounds. In this geometry,
the d orbitals of the metal center split into the t2g and eg sets of
orbitals, resulting in two possible spin states for metals with
d4−d7 electron configuration. In weak ligand fields, the energy
splitting is smaller than the electron-pairing energy, and the
electrons are distributed over both the t2g and eg sets to give the
maximum number of unpaired spin. As a result, the ground
state of the complex is the high-spin (HS) state with maximum
spin multiplicity. By contrast, in strong ligand fields the ground
state of the complex is the low-spin (LS) state with the
electrons pairing in the t2g orbitals before filling up the eg set.
For intermediate situations, the energy difference between the
lowest vibronic levels of the two spin states can be small
enough that application of relatively minor external perturba-
tions can induce a change in the spin state. This leads to the
spin-crossover phenomenon that was first reported by Cambi
and co-workers.9 As a result of this behavior, spin-crossover
systems are ideal prototypes for molecular switches which have
attracted much interest for potential applications in molecular
memory storage systems and nanoscale devices.1,6,10−15

Although thermally induced perturbations are most common,
with the populations of the two spin states varying as a function
of the temperature, pressure- and light-induced transitions have
also been observed.16−18 The latter can lead to the so-called
light-induced excited spin state trapping (LIESST) effect in
which the low-spin state is excited to a metastable high-spin
state with a virtually infinite lifetime at low temperatures.19−23

A new family of spin-crossover compounds containing
photoreactive ligands has recently been reported in which the
spin transition is induced by the interaction with the
electromagnetic radiation.24−27 In these systems, the organic
ligands undergo a configurational change upon light adsorption,
such as a cis/trans photoisomerization, which in turn modifies
the ligand field strength and, consequently, induces the change
of spin state on the metal ion. Among the ligand driven light-
induced spin change (LD-LISC) systems, the family of
[Fe(stpy)4(NCX)2] (stpy = 4-styrylpyridine; X = S, Se, BH3,
and BPh3) complexes (Figure 1) is of particular interest. These
compounds exhibit significantly different magnetic behavior
depending on the specific configuration acquired by the stpy
ligand. More specifically, it was found that, while the isomer
with the stpy ligand in the trans configuration undergoes the
spin crossover, the complex containing the cis-stpy isomer
remains in the HS state at all temperatures. This was attributed
to the decrease in the ligand field strength due to the equatorial
ligand.24−27 As shown in Figure 1, a key parameter for the
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characterization of SC systems is the spin-crossover temper-
ature (T1/2) defined as the temperature with equal populations
of the high- and low-spin states.7,16 For actual technological
applications, T1/2 should lie within the room temperature range.
In this regard, it has been shown that chemically different axial
ligands can lead to significantly different values of T1/2.

24−27

The interest in LD-LISC compounds increased in recent years
because of their potential use as building blocks of metal−
organic frameworks (MOFs).28−34

In silico modeling represents a powerful tool that can provide
fundamental insights into the dependence of T1/2 on the
electronic structure and chemical properties of the LD-LISC
complexes, which are not easily accessible by other means.
Because of the relatively large size of these systems, density
functional theory (DFT) is usually the method of choice for
describing the underlying electronic structure.35−39 Although it
has been shown that several molecular properties can be well
reproduced by DFT methods regardless of the functional (e.g.,
equilibrium geometries),40,41 this is generally not the case for
processes that involve qualitative changes in the electronic
structure of the system. In particular, the change in the
quantum numbers of the occupied orbitals is very sensitive to
the specific description of the exchange (or Fermi) correlation
within a given functional.42 To overcome this limitation, several
attempts have been made in recent years to develop new
functionals capable of reproducing the correct ground state and
electronic energy differences between spin states in SC
systems.43−48 Among the different functionals, the hybrid
meta-GGA functional TPSSh49,50 has been shown to predict
with accuracy the enthalpy changes that are associated with
then spin crossover in both iron and cobalt complexes.51

In this study, we present a DFT-based computational
approach for the calculation of T1/2 in the SC isomer of LD-
LISC complexes. Through an extensive analysis of different
functionals, we show that our approach is capable of
reproducing in a quantitative way the spin-crossover behavior
observed in these complexes. Importantly, the complete
characterization of the underlying electronic structure in
terms of the relevant molecular orbitals allows us to establish
a direct correlation between the chemical properties of the axial
ligands and the corresponding T1/2 value of the complex. The
article is organized as follows: In section 2, the computational
methodology is described, while the results are discussed in
section 3. The conclusions are then given in section 4.

2. METHODOLOGY
The theoretical modeling of the spin-crossover behavior in SC systems
is very challenging due to the difficulties associated with the accurate
calculation of the energy splitting between the low-spin and high-spin

states.52 Previous studies showed that pure DFT functionals generally
tend to overstabilize the low-spin state.53,54 By contrast, since the exact
exchange stabilizes the states with higher multiplicities through the
explicit inclusion of Fermi correlation,55−58 hybrid functionals
overstabilize the high-spin state.36,43,44,47,48,51 Although density
functionals specifically reparameterized to reproduce the experimen-
tally measured energy splitting of particular compounds have been
reported in the literature, these functionals appear not to be directly
transferable to different SC systems.59,60

Among the different DFT methods, B3LYP(*),45,47 which was
derived from the original B3LYP functional adjusting the amount of
Hartree−Fock exchange to 15%,61 provides an accurate description of
the magnetic properties of the [Fe(NH)S4]L family (NHS4 = 2,2′-
bis(2-mercaptophenylthio)diethylamino, L = CO, NO+, PR3, NH3 and
N2H4) of compounds.

47 The B3LYP(*) functional also predicts with
accuracy the energy difference between the low- and high-spin states of
the [Fe(phen)2(NCS)2] complex, one of the most prominent
members of the Fe(II) spin-crossover family.45 The spin-state energy
difference in Fe(II) compounds can also be determined with density
functionals that combine the OPTX exchange functional62 with the
LYP63 and PBE64,65 correlation functionals. More recently, the meta-
GGA hybrid TPSSh functional50,66 has been used to investigate the
magnetic properties of a relatively large group of spin-crossover
complexes containing Fe(II) and Co(II).51 In all cases, the calculated
enthalpy differences are in good agreement with the available
experimental data.51 This suggests that the amount of Hartree−Fock
exchange (10%) contained in the TPSSh functional is appropriate for a
correct description of the exchange correlation in complexes
containing first row transition metals. Double hybrid functionals
have also been used in calculations of the spin-state energetics of
different SC compounds. However, due to the associated computa-
tional costs, the application of these functionals is currently limited to
relatively small systems.67

In this study, the OLYP,62,63 OPBE,62,64,65 B3LYP(*),47 and
TPSSh50,66 functionals are used to calculate the electronic energy
differences of trans-[Fe(stpy)4(NCX)2] complexes with X = S, Se, and
BH3. Previous studies have shown that these functionals are capable of
reproducing, at least to some degree, the electronic energy differences
in several spin-crossover systems.43,46−48,51 All DFT calculations were
carried out with Gaussian 09 using a 10−8 convergence criterion for the
density matrix elements.68 The fully optimized contracted triple-ζ all
electron Gaussian basis set developed by Ahlrichs and co-workers was
employed for all the elements with polarization functions being added
on the Fe center.69

As mentioned above, the spin-crossover temperature is defined as
the temperature at which the populations of the low- and high-spin
states are equal. Because of this, T1/2 is the target property in the
development of SC systems for technological applications at room
temperature. Experimentally, T1/2 is generally determined through the
analysis of the magnetic moments and Mössbauer spectra measured as
a function of temperature.1,70,71 From a thermodynamic point of view,
the spin crossover can be described as an equilibrium between the low-
and high-spin states for which the corresponding free energy is72,73

Figure 1. Schematic representation of the ligand-driven light-induced spin-crossover effect. Solid line for the complex incorporating the trans-stpy
isomer, and dashed line for the complex incorporating the cis-stpy isomer. γHS is the relative population of the high-spin species, while λ1 and λ2 are
the irradiating wavelengths used to trigger the trans/cis and cis/trans isomerization processes, respectively.
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Δ = −G G T G T( ) ( )HS LS (1)

where

= − = + −G T H TS E E TS( )i i i i
el vib (2)

In eq 2, the enthalpy term contains both the electronic (Eel) and
vibrational (Evib) contributions. The latter can be obtained, with good
accuracy, within the harmonic approximation. The electronic term
(Eel) can be directly obtained from DFT calculations, although its
value can vary significantly depending on the functional.
Since, at equilibrium, the free energy change ΔG must vanish, eq 1

can be used to calculate the spin-crossover temperature as

= Δ
Δ

T
H
S1/2 (3)

where the enthalpy and entropy changes are evaluated within the
harmonic approximation. The equilibrium condition between the
populations of the LS and HS states can also be expressed in terms of
the corresponding equilibrium constant, Keq, as

γ
γ

Δ = − = −
−

G T RT K RT( ) ln ln
1eq

HS

HS (4)

where γHS is the relative population of the high-spin species. Therefore,
eqs 1−4 can be used to calculate the relative population of the HS
species as a function of the temperature, which, in turn, enables the
calculation of the corresponding magnetic moment within the spin
only approximation.74 It is important to note that, although eqs 1−4
allow for an accurate calculation of the spin-crossover temperature, the
overall shape of the variation of the magnetic moment obtained from
measurements on the actual bulk material may not be well reproduced.
This is mainly due to fact that cooperative effects present in the bulk
material are missing in the calculations performed on the isolated
molecular complex. In this regard, more sophisticated computational
approaches have been proposed which account for the interaction
between neighbor metal centers.72,75 In some cases, these models have
been successful in reproducing the variation of the magnetic moment
of SC systems, although not all of the experimental data could be
reproduced satisfactorily.72

3. RESULTS
3.1. Geometries of Spin-Crossover Complexes. The

available experimental data show that the spin crossover in LD-
LISC compounds is accompanied by significant changes in the
bonding distances between the metal center and the ligands.1

This can be directly related to the differences in the underlying
electronic structure of the two spin states that arise from the
different occupation of the non-bonding and antibonding
molecular orbitals. In the case of Fe(II) centers in a six-
coordinated octahedral environment, the low-spin state
corresponds to a configuration in which the metal d electrons
occupy the nonbonding t2g set. By contrast, in the high-spin
state, the metal d electrons also occupy the antibonding eg
orbitals, which leads to an increase in the metal-ligand distances
with respect to the low-spin state.
Previous studies have shown that DFT methods can

reproduce molecular geometries quite accurately independently
of the specific functional used in the calculations.42,76,77 A
comparison of the calculated Fe−N distances (for both the axial
and equatorial ligands) and coordination angles with the
corresponding crystallographic data26 available for the [Fe-
(stpy)4(NCSe)2] complex in the low-spin state is reported in
Table 1. All functionals considered in this study are capable of
reproducing the crystallographic parameters, with the TPSSh
functional displaying the best agreement with the experimental
values. Importantly, all functionals correctly reproduce the
expansion of the bond distances upon the spin transition

(Table 2). The optimized structures of the trans-[Fe-
(stpy)4(NCSe)2] complex in both spin states calculated with

the TPSSh functional are superimposed with the corresponding
crystallographic data in Figure 2. The bond distances and angles
of the first coordination sphere as well as the relative
orientations of the pyridine rings are well reproduced. As
discussed below, this is key to the correct description of the
electronic structure of both spin states, which results in an
accurate estimate of the electronic energy difference. Similar
agreement between the crystallographic and calculated
structural parameters is also obtained for the [Fe-
(stpy)4(NCS)2] complex in the high-spin state (see the
Supporting Information). In all cases, the unrestricted high-
spin calculations indicate a negligible degree of spin
contamination. The ⟨S2⟩ value obtained with the TPSSh
functional is equal to 6.08, 6.07, and 6.05 for the complex with
the NCS, NCSe, and NCBH3 ligands, respectively, which has to
be compared with the ideal value of 6.00 for the pure spin state.
Importantly, the unrestricted calculations for the low-spin state
provide identical results to those obtained using the spin-
restricted framework. This strongly suggests that the LD-LISC
complexes considered in this study can be accurately described
by a single determinant in both the high- and low-spin states.

3.2. Electronic Energies and Spin-Crossover Temper-
atures. The energy differences calculated for the three trans-
[Fe(stpy)4(NCX)2] complexes are reported in Table 3. Among
the functionals considered in this study, only TPSSh correctly
predicts the low-spin state (S = 0) to be the ground state. This
indicates that, due to the overstabilization of the high-spin state,
the OLYP, OPBE, and B3LYP(*) functionals are not capable of
reproducing the spin-crossover behavior of the LD-LISC
complexes examined here. To estimate the free energy change
associated with the conversion between the low- and high-spin
states, the thermochemistry analysis was carried out for all three

Table 1. Comparison of the Average Calculated Values for
the Bond Distances and Angles of the [Fe(stpy)4(NCSe)2]
Complex with the Corresponding Crystallographic Data26

low-spin d(Fe−N)ax/Å d(Fe−N)eq/Å angle/deg

B3LYP(*) 1.96 2.04 90.0
OLYP 1.93 2.03 90.0
OPBE 1.90 1.99 90.0
TPSSh 1.93 2.00 90.0
Crystal 1.94 2.00 90.0
high-spin d(Fe−N)ax/Å d(Fe−N)eq/Å angle/deg

B3LYP(*) 2.09 2.28 90.0
OLYP 2.05 2.34 90.0
OPBE 2.04 2.30 90.0
TPSSh 2.07 2.24 90.0
Crystal 2.12 2.22 90.0

Table 2. Comparison of the Calculated Changes in the Bond
Distances for the [Fe(stpy)4(NCSe)2] Molecule Relative to
the Crystallographic Data26

functional Δd(Fe−N)ax/Å Δd(Fe−N)eq/Å

B3LYP(*) 0.13 0.25
OLYP 0.12 0.31
OPBE 0.14 0.31
TPSSh 0.14 0.24
Crystal 0.18 0.22
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[Fe(stpy)4(NCX)2] complexes within the harmonic approx-
imation. Equation 3 was then used to calculate the
corresponding spin-crossover temperatures that are compared
in Figure 3 with the available experimental data. Although the
calculated values are ∼57 K higher than the experimental data,

the change of T1/2 associated with the substitution of S by Se
and BH3 is correctly reproduced (Table 4), which is consistent

with the isostructural character of [Fe(stpy)4(NCX)2] with X =
S and Se. This implies that the TPSSh functional is capable of
describing the variation of the electronic structure of the
[Fe(stpy)4(NCX)2] complexes due to the chemical modifica-
tion of the axial ligands. It is important to mention that no
crysta l s tructure is current ly avai lable for [Fe-
(stpy)4(NCBH3)2], and a slightly lower T1/2 for this complex
was reported in ref 25. The results of Figure 3 thus indicate that
the TPSSh functional can effectively be used to predict both the
structural parameters and spin-crossover temperatures of the
LD-LISC complexes. Also shown in Figure 3 are the magnetic
moments of each complex calculated as a function of the

Figure 2. Overlap of the crystallographic (black) and calculated (blue) structures for the [Fe(stpy)4(NCSe)2] in both spin states (left, high-spin;
right, low-spin). The hydrogen atoms are omitted for clarity.

Table 3. Electronic Energies (in kcal/mol) of the High-Spin
and Low-Spin States for the [Fe(stpy)4(NCX)2] Complexes
(X = S, Se, and BH3)

a

[Fe(stpy)4(NCS)2]-HS [Fe(stpy)4(NCS)2]-LS

OLYP 0.00 10.16
OPBE 0.00 5.11
B3LYP(*) 0.00 1.28
TPSSh 6.55 0.00

[Fe(stpy)4(NCSe)2]-HS [Fe(stpy)4(NCSe)2]-LS

OLYP 0.00 8.95
OPBE 0.00 3.92
B3LYP(*) 0.10 0.00
TPSSh 7.97 0.00

[Fe(stpy)4(NCBH3)2]-HS [Fe(stpy)4(NCBH3)2]-LS

OLYP 0.00 3.39
OPBE 2.02 0.00
B3LYP(*) 3.27 0.00
TPSSh 11.29 0.00

aZero is assigned to the ground state.

Figure 3. Left: Comparison of the experimental (red) and calculated (black) spin-crossover temperatures for the [Fe(stpy)4(NCX)2] complexes (X
= S, Se, and BH3). Right: Calculated magnetic moments for the [Fe(stpy)4(NCX)2] complexes with X = S (circle), Se (square), and BH3
(diamonds) as a function of the temperature. See section 2 for computational details.

Table 4. Experimental and Calculated (with the TPSSh
Functional) Spin-Crossover Temperatures (T1/2) for the
[Fe(stpy)4(NCX)2] Complexes (X = S, Se, BH3)

a

T1/2 (exptl.) T1/2 (calcd.) ΔT

[Fe(stpy)4(NCS)2] 10924 159 50
[Fe(stpy)4(NCSe)2] 16326 214 51
[Fe(stpy)4(NCBH3)2] 24084 309 69

aΔT is the difference between the calculated and experimental values.
All temperatures in K.
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temperature. As mentioned above, since the isolated molecular
models used in the calculations are not capable of recovering
the cooperative effects present in the bulk material, the curves
corresponding to the different complexes display essentially the
same temperature dependence. In addition, the effects of
intermolecular interactions and molecular-packing are not
taken into account in the present model, which may be a
source of discrepancy between the experimental and calculated
values.
Another possible cause for the systematic overestimation of

the spin-crossover temperature can also be related to the nature
of the TPSSh functional. The parametrization of the TPSSh
functional was performed by minimizing the mean absolute
deviation of the enthalpies of formation for molecules in the
G3/99 set,78 which does not contain any transition metal
complexes. Therefore, although the performance of the TPSSh
functional in reproducing the spin-crossover behavior of the
[Fe(stpy)4(NCX)2] complexes is quite remarkable, it is likely
that better agreement with the experimental data could be
obtained after a specific reparameterization of the functional
using a larger set of molecules including both transition metal
and spin-crossover complexes.
3.3. Molecular Orbital Analysis. Fundamental insights

into the spin-crossover behavior of the [Fe(stpy)4(NCX)2]
complexes can be gained from the analysis of the relevant
molecular orbitals. In particular, the variation of T1/2 observed
with different NCX axial ligands can be directly related to the
amount of π-backbonding of the axial ligands into the dxz and
dyz metal d orbitals. In a perfect octahedral coordination
environment (Oh), the d orbitals split in the well-known two
over three orbitals scheme corresponding to the t2g nonbonding
and eg antibonding sets of orbitals. When the symmetry of the
complex is lowered to D4h due to the presence of different
ligands in the equatorial and axial positions, an additional
splitting of the d-based molecular orbitals is observed. In the
new point group, the dxz and dyz orbitals are expected to lie
above the dxy orbital due to the compression of the axial ligands
in the low-spin state. The different ability of the axial ligands for
π-backbonding then becomes the key factor in determining the
ligand-field energy gap between the occupied and empty d-
based MOs in the low-spin state (Δ), which is directly related
to the spin-crossover temperature (Figure 4). It is important to
mention that, although the symmetry of the studied systems is
not exactly D4h, the assumption of a perfect D4h symmetry
allows for a more direct analysis of the results in terms of the d-
based molecular orbitals. Considering that all three [Fe-
(stpy)4(NCX)2] complexes analyzed in the present study
share the same equatorial ligand (stpy), minor changes of the
dxy (non-bonding) and dx2−y2 (antibonding) orbitals are
expected. Similarly, the dz2 orbital, which is involved in a σ-
antibonding interaction with the CN group, is expected to
remain unaltered upon replacing S with Se and BH3. Therefore,
any change in the ligand field can be effectively attributed to the
interaction of the axial ligands with the dxz and dyz orbitals. A
more efficient π-backbonding ligand is expected to raise the
energy of the dxz and dyz orbitals. This decreases the ligand field
energy gap between the formerly nonbonding (dxz and dyz) and
antibonding (dx2−y2 and dz2) orbitals and, consequently, leads to
a lower spin-crossover temperature. On the other hand, a poor
π-backbonding ligand leaves the dxz and dyz orbitals almost
unaltered, which results in a larger Δ and higher spin-crossover
temperature. As shown in Figure 4, both the NCS and NCSe
ligands have occupied π-type orbitals that interact with the dxz

and dyz orbitals to form bonding and antibonding combina-
tions. The stronger π-backbonding character of the NCS ligand
is reflected in a larger energy difference between the bonding
and antibonding combination with the dxz and dyz orbitals,
which makes Δ for NCS smaller than for NCSe. On the other
hand, being a very poor π-backbonding ligand, NCBH3 leaves
the non-bonding character of the dxz and dyz orbitals effectively
unaltered upon coordination, which results in a larger Δ. All
functionals used in this study provide ligand field energy gaps
between the occupied and empty orbitals in the low-spin state
in agreement with the qualitative diagram shown in Figure 4. In
all cases, the energy difference between the bonding and
antibonding combination is larger for NCS than NCSe. As
expected, the Mulliken population analysis shows that the d-
based molecular orbitals of the complex with NCSe have less d
character due to the weaker π-backbonding character of the
ligands (Table 5). The dxz orbitals for the three [Fe-

(stpy)4(NCX)2] complexes calculated with the TPSSh func-
tional are shown in Figure 5. Analogous results (not shown)
were obtained for the dyz orbitals. The results clearly indicate
the reduction of the d character of the dxz orbital in the
[Fe(stpy)4(NCSe)2] complex due to weaker π-backbonding
interactions (the d-character contribution to the dxz orbital is
42.4%, 36.9%, and 53.4% for NCS, NCSe, and NCBH3,
respectively). Due to the absence of π-backbonding, both the

Figure 4. Schematic representation of the effects of the π-backbonding
ability of the different axial ligands on the ligand-field energy gap
between the occupied and empty d-based MOs in the low-spin state
(Δ) in the [Fe(stpy)4(NCX)2] (X = S, Se, and BH3) family.

Table 5. Energy Differences (in cm−1) between the Bonding
and Antibonding Combinations of the dxz and dyz Pair of
Orbitals with the p Orbitals of the NCX (X = S, Se) Ligand
As Well As the Amount (%) of d Character of the
Corresponding Molecular Orbital

TPSSh B3LYP(*) OLYP OPBE

ΔE(NCS) 10056 9663 9981 10781
d character 42.4 40.4 44.2 43.8
ΔE(NCSe) 9119 9411 8428 8618
d character 36.9 34.0 39.5 40.4

Inorganic Chemistry Article

dx.doi.org/10.1021/ic300750c | Inorg. Chem. 2012, 51, 8194−82018198



dxz and dyz orbitals of the [Fe(stpy)4(NCSe)2] complex are
effectively non-bonding, in agreement with the model
predictions discussed above.
To directly correlate the picture that emerges from the

analysis of the molecular orbitals with the corresponding spin-
crossover temperature of the three [Fe(stpy)4(NCX)2]
complexes, time-dependent density functional theory (TD-
DFT)79−81 calculations were performed on the low-spin
optimized molecules. It is well-known that, although DFT
methods provide relatively accurate energy gaps, more reliable
energies can be obtained using TD-DFT, which accounts for
electron relaxation.82 Using group theory arguments,83 the
transition energy calculated for the first d−d transition 1A1g →
1Eg in the D4h symmetry is 10 681, 11 002, and 12 028 cm−1 for
the complexes with NCS, NCSe, and NCBH3, respectively.
These results clearly indicate that larger energy gaps arise when
the S atom of the NCS ligand is replaced by Se and BH3. This
directly correlates with the calculated increase of the
corresponding spin-crossover temperatures, which effectively
measure the energy required to overcome the larger ligand
fields generated by the axial ligands.
It is interesting to note that both spin states directly affect the

splitting of the d-based molecular orbitals due to the different
occupation of nonbonding and antibonding orbitals. In
particular, shorter axial bonds are found in the low-spin state
of all three [Fe(stpy)4(NCX)2] complexes, which explains why
the dz2 orbital is higher in energy than the dx2−y2 orbital, as well
as why the dxz and dyz orbitals lie above the dxy orbital. By
contrast, in the high-spin state, the antibonding contribution
arising from the axial ligand relaxes due to the larger bonding
distances and energy splitting of each subset.

4. CONCLUSIONS
Spin-crossover complexes have recently attracted much interest
due to their potential applications in the next generation of
nanodevices, molecular sensors, and molecular memory

systems. In this regard, ligand-driven light-induced spin change
complexes represent a promising family of SC systems where
the spin transition can be modulated by electromagnetic
radiation. In this study we have presented a systematic analysis
of the spin-crossover behavior of LD-LISC complexes
belonging to the trans-[Fe(stpy)4(NCX)2] family with X = S,
Se, and BH3. Specifically, four different DFT functionals
(B3LYP(*), OLYP, OPBE, and TPSSh) have been used to
calculate the spin-state energy differences as well as the
underlying electronic structure. Among the four functionals, the
present results indicate that TPSSh is the only functional
capable of reproducing the correct ground state of the three
LD-LISC complexes examined in this study. In particular, the
TPSSh calculations provide accurate spin-crossover temper-
atures and, importantly, predict the correct dependence of T1/2
on the chemical properties of the NCX axial ligands. The
comparison with the corresponding experimental data indicates
that the mean average error associated with the calculated T1/2
is ∼58.5 K (0.11 kcal/mol). The TPSSh functional also
provides structural properties for the three LD-LISC complexes
in good agreement with the available crystallographic values.
The direct analysis of the underlying electronic structure based
on the calculated molecular orbitals provides fundamental
insights into the dependence of T1/2 on the nature of the axial
ligands, which is explained in terms of the different π-
backbonding ability of NCS, NCSe, and NCBH3. Interestingly,
it has recently been proposed that the incorporation of LD-
LISC units into metal−organic frameworks could lead to the
development of multifunctional materials in which the spin-
crossover properties can be directly modulated through the
adsorption of guest molecules as well as by chemical
modifications of the ligands. In this context, the present
calculations suggest that the TPSSh functional could eventually
be used in hybrid quantum-mechanics/molecular-mechanics
approaches aimed at the characterization of the spin-crossover
behavior of MOF materials.

Figure 5. Molecular orbitals diagram for the Fe(stpy)4(NCX)2] complexes (X = S, Se, BH3) showing the dxz orbital (0.04 au−3/2 isovalue contour).
The different π-backbonding ability of the axial ligand leads to different splittings of the dxz and dyz orbitals, which, in turn, modifies the ligand field
and the spin-crossover temperature.
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